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TL;DR: • PROBLEM: HOW TO STEER AN ACTIVE MACHINE LEARNER THAT QUERIES LABELS SEQUENTIALLY?
TL;DR: • SOLUTION: FORMULATE THE TEACHING PROBLEM AS AN MDP, WITH LABEL CHOICE AS ACTION.
TL;DR: • RESULT: A TEACHER TEACHING WITH INCONSISTENT LABELS CAN BEAT CONSISTENT LABELS.
TL;DR: • FURTHER: ENDOW THE LEARNER WITH A MODEL OF THE TEACHER.
TL;DR: • APPLICATION: MODELLING STRATEGIC USER BEHAVIOUR IN INTERACTIVE INTELLIGENT SYSTEMS.

INTRODUCTION
Machine teaching: Find the best training data that can guide a learning algorithm to a target model with minimal effort.
• Traditionally, the teacher provides data by sampling labels from the true data distribution (consistent teacher).
• Providing true labels can be sub-optimal in finite-horizon tasks for sequential learners that actively choose their queries.
Contributions
•We formulate this sequential teaching problem, as an MDP, and allow the teacher to provide data inconsistent with the true
distribution (”With teacher” panel on the right).

•We address the complementary problem of teaching-aware learning by endowing the learner with a model of the teacher.
The final inference problem reduces to inverse reinforcement learning.

•We evaluate the formulation with multi-armed bandit learners in simulated experiments and a user study.
The approach gives tools to taking into account strategic (planning) behaviour of the users in interactive intelligent systems,
such as recommendation engines.

 

Full data pool and fit Without teacher With teacher

Example of teaching effect on pool-based logistic regression
active learner. Starting from blue data,
• the learner without teacher, fails to sample useful points
from the pool.

• planning teacher helps the learner by switching some la-
bels (red points).

MODELLING
Common goal of the learner and teacher: Learn (teach) the best possible model of the true data distribution.
Learner model:
• Bayesian Bernoulli bandit with linearly dependent arms. Reward probabilities are modelled as πi = σ(xTi w), where w is the
linear model parameter. Thompson sampling for exploration–exploitation trade-off.

Simulated Teacher and Teacher models:
• Teacher models (naive, planning, mixture) interpret the teacher’s actions (likelihood for w). Planning teacher thinks the
learner is using the naive likelihood. Learner thinks the teacher is: naive, planning, or mixture.
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Mixture:

pM/B(at | it,Mt,w,π, α) = αpM(at | it,Mt,w)+(1−α)pB(at | πit)

EXPERIMENTS
Setup:
•Word search study: the teacher selects a target word and the learner tries to guess the word by asking sequential questions.
• Learner: ”Is this word relevant to the target?”, Teacher: Yes/No

Results with Simulated Teachers:
• The planning teacher can steer a teacher-unaware learner to achieve a marked increase in performance compared to a
naive teacher (P-N vs N-N; left-side panels)

• The performance increases markedly when the learner models the planning teacher (P-P; left-side panels)
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Figure 3: Left-side panels: Planning teacher improves performance, both when the learner’s teacher
model is naive (P-N) or planning (P-P), over naive teacher (N-N). Right-side panels: Naive teacher
with a learner expecting a planning teacher (N-P) degrades performance. Learners with the mixture
teacher model attain similar performance to matched models (P-M vs P-P and N-M vs N-N). Lines
show the mean over 100 replications and shaded area the 95% confidence intervals for the mean.

component removed) and Pr(zk > maxj 6=k zj | z(l)−k) being the conditional normal probability of
component zk being larger than the largest component in z−k.

4 Experiments

We perform simulation experiments for the Bayesian Bernoulli multi-armed bandit learner, based
on a real dataset, to study (1) whether a teacher can efficiently steer the learner towards a target to
increase learning performance, (2) whether the ability of the learner to recognise the teaching intent
increases the performance, (3) whether the mixture model is robust to assumptions about the teacher’s
strategy, and (4) whether planning multiple steps ahead improves teaching performance. We then
present results from a proof-of-concept study with humans.

4.1 Simulation experiments

We use a word relevance dataset for simulating an information retrieval task. In this task, the user is
trying to teach a relevance profile to the learner in order to reach her target word. The Word dataset is
a random selection of 10,000 words from Google’s Word2Vec vectors, pre-trained on Google News
dataset [40]. We reduce the dimensionality of the word embeddings from the original 300 to 10 using
PCA. Feature vectors are mean-centred and normalised to unit length. We report results, with similar
conclusions, on two other datasets in the supplementary materials.

We randomly generate 100 replicate experiments: a set of 100 arms is sampled without replacement
and one arm is randomly chosen as the target x̂ ∈ RM . The ground-truth relevance profile is
generated by first setting θ̂∗ = [c, dx̂] ∈ RM+1, where c = −4 is a weight for an intercept term
(a constant element of 1 is added to the xs) and d = 8 is a scaling factor. Then, the ground-truth
reward probabilities are computed as µ̂k = σ(xT

k θ̂
∗) for each arm k (Supplementary Figure 2 shows

the mean reward probability profile). To reduce experimental variance for method comparison, we
choose one of the arms randomly as the initial query for all methods.

We compare the learning performances of different pairs of simulated teachers and learners (Table 1).
A naive teacher (N), which does not intentionally teach, passes on a stochastic binary reward
(Equation 1) based on the ground truth µ̂k as its action for arm k (the standard bandit assumption).
A planning teacher (P) uses the probabilistic teaching MDP model (Equation 4 for one-step and
Equation 3 for multi-step) based on the ground truth θ̂∗ to plan its action. We use β̂ = 20 as the
planning teacher’s optimality parameter and also set β of the learner’s teacher model to the same
value. For multi-step models, we set γt = 1

T , so that they plan to maximise the average return up
to horizon T . The learners are named based on their models of the teacher: a teaching-unaware
learner learns based on the naive teacher model (N; Equation 1) and teaching-aware learner models
the planning teacher (P; Equation 4 or Equation 3). Mixture model (M) refers to the learner with a
mixture of the two teacher models (Equation 5).

7

Results with Human Teachers:
• Participants (n = 10) achieved noticeably higher rewards
while interacting with a learner having themixture teacher
model (red), compared to the naive teacher model (blue).
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CONCLUSION
•We have introduced a new sequential machine teaching problem, where the learner actively chooses queries (e.g., in active learners and multi-armed bandits) and the teacher provides
responses. The new teaching problem is formulated as a Markov decision process, where the solution provides the optimal teaching policy. Using the MDP formulation, teacher-aware
learning from the teacher’s responses is formulated as probabilistic inverse reinforcement learning.

• The proposed teaching framework holds promise for a feasible and natural computational approach in modelling active user behaviour in interactive intelligent systems.

See the paper website for more info and the code: https://git.io/JeSaU .
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